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Problem
SfMLearner [1] provides a great baseline for unsupervised learning of 
depth and ego-motion using monocular video. However,
 It produces scale-inconsistent predictions
 The performance is limited due to dynamics and occlusions

Contribution
 Geometry-Consistency loss for scale-consistency
 Self-discovered Mask for handling dynamics and occlusions

Learning Framework

Proposed GC and Mask

Visualization of Depth and Mask

Depth Results on KITTI

 () indicates pretraining on Cityscapes dataset
 SfMLearner [1] is our baseline
 CC[2] is previous SOTA method that jointly learns depth, ego-motion, 

optical flow, and mask segmentation
 CC [1] needs 7 days for training, while 32 hours for our method 

Depth Results with different network and resolution

Inference Time (per image or pair)

Visual Odometry Results
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Code and Paper
 Scan the QR code.
 Google “SC-SfMLearner”

Methods AbsRel ↓ Acc (<1.25) ↑
SfMLearner [1] 0.208 (0.198) 0.678 (0.718)
CC [2] 0.140 (0.139) 0.826 (0.827)
Ours 0.137 (0.128) 0.830 (0.846)
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