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Jiawang Bian is a researcher in computer science and artificial intelligence. His research interests include 3D

Computer Vision, Generative AI, and Robotics. His research has significant impact on self-driving cars,

virtual/augmented reality, and domestic robots. More specifically, he addressed research problems in feature

correspondence, self-supervised learning, monocular depth estimation, visual odometry, neural radiance

field, 6-DoF pose estimation, 3D reconstruction, and language-guided scene editing.

Degrees

Feb. 2019 – Apr. 2022 Ph.D., Computer Science at the University of Adelaide, Australia.
Advised by Prof. Ian Reid and Prof. Chunhua Shen

Aug. 2012 – Jun. 2016 B.Eng., Computer Science at the Nankai University, China.
Advised by Prof. Ming-Ming Cheng

Academic positions

March 2024 – Now Postdoctoral Researcher,MBZUAI.

Sep. 2022 – Dec. 2023 Postdoctoral Researcher, University of Oxford.

Mar. 2018 – Sep. 2018 Research Assistant,Nankai University.

Mar 2016. – Aug. 2017 Research Assistant, Singapore University of Technology and Design.

Internship

Sep. 2021 – Jan. 2022 Research Intern, Facebook Reality Lab.

Apr. 2021 – Jul. 2021 Research Intern, Amazon Web Service.

Sep. 2018—Jan. 2019 Research Intern, TuSimple.
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https://scholar.google.com.au/citations?user=zeGz5JcAAAAJ&hl=en/
https://cs.adelaide.edu.au/~ianr/
https://cshen.github.io/
https://mmcheng.net/cmm/


Internship (continued)

Mar. 2016 –Aug. 2017 Research Intern, Advanced Digital Sciences Center.

Supervision
I have unofficially supervised 5 PhD students and 2 master students in different universities, including the

University of Oxford, University of Adelaide, Zhejiang University, and UNSW.

Teaching

2021 Semester 1 Master Data Science Research Project, Teaching Assistant at the University of

Adelaide.

2020 Semester 2 Big Data Analysis and Project, Teaching Assistant at the University of Adelaide.

2020 Semester 1 Master Data Science Research Project, Teaching Assistant at the University of

Adelaide.

Invited Presentations

Dec. 2023 High-quality Neural Reconstruction in Real-world Scenes, presented at MBZUAI,

Nanjing University, Shanghai Jiao Tong University, and Zhejiang University.

Jul. 2022 SC-DepthV2: Unsupervised Indoor Depth Estimation, online presentation hosted by

Intelligent Things.

May 2022 An Overview of Unsupervised Monocular Depth Estimation, presented at the Uni-

versity of Electronic Science and Technology of China (UESTC) and Hefei University of

Technology.

Nov. 2019 Unsupervised Scale-consistent Depth Estimation for Visual SLAM, online presented

via EXTREME VISION.

Jun. 2017 Robust FeatureMatching andFastGMSSolution, online presented via both EXTREME

VISION and VALSE.



Peer review

Journal ĲCV, TPAMI, TOG, TRO, TIP, TNNLS, ISPRS, TMM, KBS, PR, Neurocomputing, RA-L,

MTA

Conference NeurIPS, ICLR, SIGGRAPH, CVPR, ICCV, ECCV, AAAI, BMVC, ACCV, ICRA, IROS,

WACV, PRCV, CVM

Publication
I have published over 20 technical papers which appeared in international journals and conferences. Among

them, I am the first author or joint-first author for 9 papers. The leading conferences in computer vision

(ICCV, ECCV, CVPR) and machine learning (NIPS, ICLR) have a low acceptance rate typically below 25%, and

publications in their proceedings are considered as important as journal publications. The top journals of the

field are the International Journal of Computer Vision (ĲCV) and the IEEE Trans. on Pattern Analysis and

Machine Intelligence (TPAMI). Overall, my publications have over 3,800 citations and my h-index is 16, both

obtained from Google Scholar.
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Conference Proceedings

1 Bian, J.-W., Bian, W., Prisacariu, V. A., & Torr, P. H. (2024). PoRF: Pose Residual Field for Accurate

Neural Surface Reconstruction. In International Conference on Learning Representations (ICLR).
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